
Deep Learning with Python

Chapter 3: Getting started
with neural networks



Loss functions and optimizers:

keys to configuring the learning process

Choosing the right objective function for the right problem is 

extremely important

Imagine a stupid, omnipotent AI trained via

SGD, with this poorly chosen objective function: “maximizing the average well-being

of all humans alive.” To make its job easier, this AI might choose to kill all humans

except a few and focus on the well-being of the remaining ones—because average

well-being isn’t affected by how many humans are left. That might not be what you

intended!



You’ll use binary crossentropy for a two-class

classification problem, categorical crossentropy for a

many-class classification problem, meansquared error

for a regression problem, connectionist temporal

classification (CTC) for a sequence-learning problem,

and so on. Only when you’re working on truly new

research problems will you have to develop your own

objective functions.
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Classifying movie reviews:

a binary classification example
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Preparing the data






































































